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Chain of Thought Prompting Elicits Reasoning in Large Language Models (Wei et al., 2022)
Large Language Models are Zero-Shot Reasoners (Kojima et al., 2022)
ChatGPT (OpenAI, 2022)
Copilot (GitHub, 2021)
Bing (Microsoft, 2023)

LLMs are impressive general models
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https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/2205.11916
http://chat.openai.com
https://github.com/features/copilot
https://www.bing.com
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Low-Rank Adaptation: Injects trainable rank 
decomposition matrices into each Transformer layer 
of a pretrained model.

Prefix-Tuning: Optimizing Continuous Prompts for Generation (Li and Liang, 2021)
The Power of Scale for Parameter-Efficient Prompt Tuning (Lester et al., 2021)
LoRA: Low-Rank Adaptation of Large Language Models (Hu et al., 2021)

Prefix Tuning: Learns a prefix embedding (for each layer) 
to adapt to new tasks. ~99.9% of the model kept frozen.

Parameter Efficient Adaptation

Prompt Tuning: Similar idea to prefix-tuning, but 
learns just a single prefix for input embeddings.

https://arxiv.org/abs/2101.00190
https://aclanthology.org/2021.emnlp-main.243/
https://arxiv.org/abs/2106.09685


Multimodal Few-Shot Learning with Frozen Language Models (Tsimpoukelli et al., 2021)
Flamingo: a Visual Language Model for Few-Shot Learning (Alayrac et al., 2022)

Prefix tuning for adapting LLMs to image captioning. 
~95% of the model kept frozen. Capable of 
compelling few-shot multi-modal reasoning.

Adapting Text-Only LLMs for Multi-Modal Tasks
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Finetunes new cross-attention layers on top of a 70B LLM. 
Achieves SOTA on many multi-modal tasks.

https://arxiv.org/abs/2106.13884
https://arxiv.org/abs/2204.14198
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Finetunes new cross-attention layers on top of a 70B LLM. 
Achieves SOTA on many multi-modal tasks.

Image + Text → Text
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How visually grounded are text-only LLMs?

Linearly Mapping from Image to Text Space (Merullo et al., 2022)

Merullo et al. showed that pretrained text-only LMs and pretrained visual encoders produce 
functionally equivalent representations up to a linear mapping.
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https://arxiv.org/abs/2209.15162


Can we ground text-only LLMs to 
consume and produce visual data?

9



🧀 FROMAGe
Frozen Retrieval Over Multimodal Data for Autoregressive Generation
jykoh.com/fromage
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http://jykoh.com/fromage


Concept composition. Our model is capable of retrieving relevant 
images conditioned on multi-modal context inputs.
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Concept composition. Our model is capable of retrieving relevant 
images conditioned on multi-modal context inputs.

Multi-modal dialogue. Green 
bubbles represent model 
generated outputs, grey bubbles 
represent user input. 12
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● Leverage the learnt abilities of pre-trained text-only LLMs
○ In-context learning
○ Sensitivity to input prompts
○ Generate long and coherent dialogue
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● Leverage the learnt abilities of pre-trained text-only LLMs
○ In-context learning
○ Sensitivity to input prompts
○ Generate long and coherent dialogue

● Model agnostic
○ We use a 6.7B LLM (past the scale necessary for generalization to larger models)
○ Can (in principle) be applied to any larger model, and any stronger LLM released in the future
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● Leverage the learnt abilities of pre-trained text-only LLMs
○ In-context learning
○ Sensitivity to input prompts
○ Generate long and coherent dialogue

● Model agnostic
○ We use a 6.7B LLM (past the scale necessary for generalization to larger models)
○ Can (in principle) be applied to any larger model, and any stronger LLM released in the future

● Simple and resource efficient
○ We train just 3 linear layers to adapt a text-only LLM for image captioning + image retrieval
○ FROMAGe is trained on a single A6000 GPU in 24 hours
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🧀 FROMAGe
Frozen Retrieval Over Multimodal Data for Autoregressive Generation
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Frozen model LossFC layer

Image Captioning



Visual 
Encoder

silhouette 
of a plane 
against 
the sunset

Tokenizer

<img1> silhouette of ...a sunset

Input Embeddings
(seq_len, 4096)

Image #1 Caption #1
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Visual 
Encoder

silhouette 
of a plane 
against 
the sunset

Tokenizer

<img1> silhouette of ...a sunset

Input Embeddings
(seq_len, 4096)

Generated Text
(next token prediction)

LLM

Cross Entropy Loss

silhouette of a 
plane flying into 
the sun

Image #1 Caption #1
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Frozen model LossFC layer

Image Captioning



● SOTA image-text retrieval models (CLIP, ALIGN) usually use encoder-based 
language models

Bootstrapping LLMs for Image-Text Retrieval

Learning transferable visual models from natural language supervision (Radford et al., 2021)
Scaling Up Visual and Vision-Language Representation Learning With Noisy Text Supervision (Jia et al., 2022) 19

https://proceedings.mlr.press/v139/radford21a
https://arxiv.org/abs/2102.05918


● SOTA image-text retrieval models (CLIP, ALIGN) usually use encoder-based 
language models

● How do we adapt an autoregressive language model for this?
○ Learn a special [RET] token for retrieving images
○ Train the model to learn when to generate [RET]
○ Improves retrieval by ~37% over having no dedicated [RET] token

Bootstrapping LLMs for Image-Text Retrieval

Learning transferable visual models from natural language supervision (Radford et al., 2021)
Scaling Up Visual and Vision-Language Representation Learning With Noisy Text Supervision (Jia et al., 2022) 20
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LLM

InfoNCE Loss
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Generated Text
(next token prediction)

LLM

InfoNCE Loss

Frozen model Loss
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1) Contextual image retrieval
○ Given a Visual Story, retrieve the correct image
○ FROMAGe is more sensitive to context
○ CLIP gets worse with more context

Visual Storytelling (Huang et al., 2016)

Quantitative Evaluations
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 2)   Visual Dialogue

○ IT2T: Answer a question about the image given past dialogue discussing it
○
○
○
○
○

Visual Dialog (Das et al., 2017)

Quantitative Evaluations
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Does additional multi-modal context help in generating good stories?

Human Evaluations (Text Generation)
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Human Evaluations (Text Generation)
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Multi-modal context is 
worth more than 
uni-modal context.

The Effect of Context
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The Effect of Context
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Freezing is Essential

● Finetuning the LLM leads to lower training and validation loss
● But the model loses its in-context learning ability!

* results on FROMAGe with a 1.3b LLM due to memory constraints. 33

Frozen Finetuned

VIST R@1 12.8 6.2

VisDial R@1 14.6 1.0
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Beavers Unique Houses How to Make Macarons
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Longer Visual Prefix → Improved Dialogue Generation
Melting Earth Ice Cream Octopus Country Political Cartoon Banana Peel Sofa Recommendations



In-Context Learning and Other Abilities
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● Train on more diverse data
○ CC3M is small by modern standards – we would get a lot more from training on LAION

● Generate images from scratch rather than retrieve

● Train more sophisticated image-text mappings
○ Adapters, cross-attention layers, LoRA

● Apply to even larger LLMs and stronger visual models

Future Work
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Try the model!
huggingface.co/spaces/jykoh/fromage
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https://huggingface.co/spaces/jykoh/fromage


Thanks!
jykoh@cmu.edu

jykoh.com/fromage
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