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LLMs are impressive general models

Chain of Thought Prompting

Input \\
Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many

tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

\do they have?

N

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answeris 9. «/

(d) Zero-shot-CoT (Ours)

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

'm working on a new character for a game of mine, and | need him to have the most
ridiculous backstory ever. Like, literally so ridiculous that it arguably doesn't make
sense. | need it to include the following themes: royalty, abandonment, hell
dimensions, seagulls, loss of limb, and enlightenment. Can you think of a ridiculous
backstory for him?

Sure, here's an idea for a ridiculous backstory for your character:

Your character was once a royal prince, born into a wealthy and powerful family. He
lived a life of luxury and privilege, surrounded by opulence and excess. But one day,
everything changed. His parents abandoned him, casting him out of the royal court

and leaving him to fend for himself on the streets.

At first, your character was lost and confused. But he quickly realized that he was
not alone. A group of seagulls had taken him under their wing, and they taught him
how to survive in the harsh and unforgiving world. Together, they roamed the streets,
scavenging for food and shelter.

One day, while exploring a dark and dangerous alley, your character stumbled upon a
portal to a hell dimension. Without hesitation, he jumped through the portal,
determined to face whatever challenges lay ahead. Inside the hell dimension, your
character was tested to his limits. He was forced to fight for his life against demonic
creatures and malevolent spirits.

Despite the odds, your character managed to survive and even thrive in the hell
dimension. He became a fierce warrior, mastering the art of combat and gaining
powerful magical abilities. But in the heat of battle, he suffered a terrible injury and
lost one of his limbs.

Despite this setback, your character refused to give up. He continued to fight, using
his remaining limb and his magical powers to defeat his enemies. And eventually, he
emerged from the hell dimension victorious, having achieved a state of
enlightenment and inner peace.

Now, your character returns to the world he once knew, a changed man. He is no
longer the royal prince he once was, but rather a powerful and wise warrior, ready to
face whatever challenges may come his way.

Chain of Thought Prompting Elicits Reasoning in Large Language Models (Wei et al., 2022)
Large Language Models are Zero-Shot Reasoners (Kojima et al., 2022)

ChatGPT (OpenAl 2022)

Copilot (GitHub, 2021
Bing (Microsoft, 2023)
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Welcome to the new Bing

Your Al-powered answer engine

@ Ask complex questions Get better answers ¢ Get creative inspiration

"What are some meals | can make for my
picky toddler who only eats orange-colored
food?

Write a haiku about crocodiles in outer
space in the voice of a pirate”

“What are the pros and cons of the top 3
selling pet vacuums?

Lets learn together. Bing is powered by Al, so surprises and
mistakes are possible. Make sure to check the facts, and share

W Feedback
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balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls.

Chain of Thought Prompting Elicits Reasoning in Large Language Models (Wei et al., 2022)
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Parameter Efficient Adaptation

Prefix-tuning

Transformer (Pretrained)

0L L o

name Starbucks type coffee shop [SEP] Starbucks serves coffee

Input (table-to-text) Output (table-to-text) W e RdXd
Prefix Tuning: Learns a prefix embedding (for each layer) S
to adapt to new tasks. ~99.9% of the model kept frozen. SRR S
) E—
Model Tuning P’;:zzed : Prompt Tuning . . .
(118 params) J 1 Low-Rank Adaptation: Injects trainable rank
TaskA% TaskAModel | ! e decomposition matrices into each Transformer layer
pateh R | - of a pretrained model.
Reysis ey
s | | /e G
I Task Prompts
! (20K params each)
Task C Task C Model | !
Batch % (11B params) :

Prompt Tuning: Similar idea to prefix-tuning, but ( :
. . . . Prefix-Tuning: Optimizing Continuous Prompts for Generation (Li and Liang, 2021
learns JUSt a Smgle preﬁx for InPUt embeddlngs. The Power of Scale for Parameter-Efficient Prompt Tuning (Lester et al., 2021)

LoRA: Low-Rank Adaptation of Large Language Models (Hu et al., 2021)
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Adapting Text-Only LLMs for Multi-Modal Tasks

on the water

Output: text
T T T T T' Tl “ * Pretrained and frozen S A T
f9 Language Model Trained from scratch f
Self Attention Layers e n-th LM block 7]
I —— n-th GATED )I(ATTN—DENSE
T . T - T T T T T T T Perceiver Perceiver
Tl T T T T T T T T Resampler Resampler s LM'block *
v - f . T 1st GATED XATTN-DENSE
¢ Vision || 90 Language Model . . Vision Vision —
Encoder Text Embedder Encoder Encoder Processed text
* |<image> This is a very cute dog.<image> This is

T

A small red boat

Interleaved visual/text data

This is a very cute dog. This is
: .

Prefix tuning for adapting LLMs to image captioning. Finetunes new cross-attention layers on top of a 70B LLM.
~95% of the model kept frozen. Capable of Achieves SOTA on many multi-modal tasks.

compelling few-shot multi-modal reasoning.

Multimodal Few-Shot Learning with Frozen Language Models (Tsimpoukelli et al., 2021)
Flamingo: a Visual Language Model for Few-Shot Learning (Alayrac et al., 2022)
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Adapting Text-Only LLMs for Multi-Modal Tasks
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Prefix tuning for adapting LLMs to image captioning. Finetunes new cross-attention layers on top of a 70B LLM.
~95% of the model kept frozen. Capable of Achieves SOTA on many multi-modal tasks.

compelling few-shot multi-modal reasoning.


https://arxiv.org/abs/2106.13884
https://arxiv.org/abs/2204.14198

How visually grounded are text-only LLMs?

A frozen image encoder A linear projection is tuned The image projections are
encodes an image as a to project from image fed as soft prompts into a
feature map space to text space generative LM

“A picture of
adogona
skateboard”

& Linear Proj. §

Merullo et al. showed that pretrained text-only LMs and pretrained visual encoders produce
functionally equivalent representations up to a linear mapping.

Linearly Mapping from Image to Text Space (Merullo et al., 2022)
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Can we ground text-only LLMs to
and visual data?



<. FROMAGe

Erozen Retrieval Over Multimodal Data for Autoregressive Generation
jvkoh.com/fromage
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<. FROMAGe

Erozen Retrieval Over Multimodal Data for Autoregressive Generation
jvkoh.com/fromage

“in a forest” “by the mountains” “in a showroom”

“vector icon” “0il on canvas”

a

“high resolution
photography”

“vector icon” “pencil outline”

Concept composition. Our model is capable of retrieving relevant
images conditioned on multi-modal context inputs.

11


http://jykoh.com/fromage

<« FROMAGe

Erozen Retrieval Over Multimodal Data for Autoregressive Generation

jvkoh.com/fromage

“in a showroom”

“by the mountains”

“in a forest”

“at the beach”

X = “at the lake”
+ X
“vector icon” “0il on canvas”
o “l!!!!EII’
X = “digital drawing” “pen drawing” “vector icon” “pencil outline”
| MDD SR W g =
\. % e ® ©p, )
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Concept composition. Our model is capable of retrieving relevant
images conditioned on multi-modal context inputs.

Grounding Language Models to Images for Multimodal Generation (jvkoh.com/fromage)

Multi-modal dialogue. Green
bubbles represent model
generated outputs, grey bubbles

represent user input.
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<« FROMAGe

Erozen Retrieval Over Multimodal Data for Autoregressive Generation

e Leverage the learnt abilities of pre-trained text-only LLMs
o In-context learning
o Sensitivity to input prompts
o Generate long and coherent dialogue

13



<« FROMAGe

Erozen Retrieval Over Multimodal Data for Autoregressive Generation

e Leverage the learnt abilities of pre-trained text-only LLMs
o In-context learning
o Sensitivity to input prompts
o Generate long and coherent dialogue

e Model agnostic
o Weuseab6.7B LLM (past the scale necessary for generalization to larger models)
o Can (in principle) be applied to any larger model, and any stronger LLM released in the future
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<« FROMAGe

Erozen Retrieval Over Multimodal Data for Autoregressive Generation

e Leverage the learnt abilities of pre-trained text-only LLMs
o In-context learning
o Sensitivity to input prompts
o Generate long and coherent dialogue

e Model agnostic
o Weuseab6.7B LLM (past the scale necessary for generalization to larger models)
o Can (in principle) be applied to any larger model, and any stronger LLM released in the future

e Simple and resource efficient
o We train just 3 linear layers to adapt a text-only LLM for image captioning + image retrieval
o FROMAGe is trained on a single A6000 GPU in 24 hours
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Input Embeddings
(seq_len, 4096)
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Input Embeddings
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]
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Bootstrapping LLMs for Image-Text Retrieval

e SOTA image-text retrieval models (CLIP, ALIGN) usually use encoder-based
language models

Learning transferable visual models from natural language supervision (Radford et al., 2021)
Scaling Up Visual and Vision-Language Representation Learning With Noisy Text Supervision (Jia et al., 2022)
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Bootstrapping LLMs for Image-Text Retrieval

e SOTA image-text retrieval models (CLIP, ALIGN) usually use encoder-based
language models

e How do we adapt an autoregressive language model for this?
o Learn a special [RET] token for retrieving images
o  Train the model to learn when to generate [RET]
o Improves retrieval by ~37% over having no dedicated [RET] token

Learning transferable visual models from natural language supervision (Radford et al., 2021)
Scaling Up Visual and Vision-Language Representation Learning With Noisy Text Supervision (Jia et al., 2022)
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Input Image
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sunset [RET]

Input Caption

Input Image
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Quantitative Evaluations

1) Contextual image retrieval

o  Given a Visual Story, retrieve the correct image
o FROMAGe is more sensitive to context

o  CLIP gets worse with more context

Visual Storytelling (Huang et al., 2016)

I went S There was
This is ;
on a - nothing
desert but sand
caravan A
tour for quite
as we
over the some
left. 7
summer . 2 time.
Believe it or
Eventually St here
we ran 2
were green ¢
across a lants growin
stone ridge. - P g g
: there.
B 4
Input Context

Retrieved
Image

24
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Quantitative Evaluations

1) Contextual image retrieval

o  Given a Visual Story, retrieve the correct image
o FROMAGe is more sensitive to context

o  CLIP gets worse with more context

across a

stone ridge.

plants growing
4 there.

I went S There was
This 1is ;
on a - nothing
desert but sand
caravan A
tour for quite
as we
over the some
left. 7
summer . 2 time.
Believe it or
¢ ’
Eventually ot here
we ran 2
were green ¢

Input Context

Visual Storytelling (Huang et al., 2016)

Retrieved
Image

Model Inputs R@1 R@5 Re@10
CLIP ViT-L/14 1 ti 11.9 255 322
FROMAGe caplion 9.0 21.1 287
CLIP ViT-L/14 5 capti 59 195 28.0
FROMAGe capHions 104 238 317
CLIP ViT-L/14 5 captions, 4 images Incapable
CLIP ViT-L/14" 5 captions 88 223 298
FROMAGe T 5 captions 116 247 32.8
FROMAGe T 5 captions, 4 images 15.6 36.5 45.8

Table 1. Recall@Fk on zero-shot contextual image retrieval of the
last image in Visual Storytelling (Huang et al., 2016). Numbers in
bold indicate best scores for a particular set of inputs. T indicates
retrieval over images not previously seen in the story sequence.
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Quantitative Evaluations

2) Visual Dialogue

o IT2T: Answer a question about the image given past dialogue discussing it

“A:

Q: 1is the floor Q: is it light Z .
made of tiles? or dark in the o like a
oy dark

A: yes bathroom? @ :
green

Visual Dialog (Das et al., 2017)
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Quantitative Evaluations

2) Visual Dialogue

o IT2T: Answer a question about the image given past dialogue discussing it

ik i WA .
Qr-]ol(s) ::e Q: is the floor Q: 1is it light Z 11_k/\e. .
Eolor7 made of tiles? or dark 1in the SL b

: A: yes bathroom? @ .
A | | green

o T2l Retrieve the correct image given a series of dialogue about it

Q: is the horse

Q: 1is there wearing a Q: is the rider RS the.
. horse facing
grass? saddle? a0 wearing a hat?
the camera?

A: yes A: i think so A: yes a helmet

really dark Ao

Visual Dialog (Das et al., 2017)
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Quantitative Evaluations

2) Visual Dialogue

o IT2T: Answer a question about the image given past dialogue discussing it
o T2l Retrieve the correct image given a series of dialogue about it

IT2T T2I
Model Trainable Params  Dataset Size @~ NDCG MRR R@1 R@5 R@10 R@1 R@5 R@10
ViLBERT (Lu et al., 2019) 114M 3.1M 11.6 6.9 26 T2 113 - - -
CLIP ViT-L/14 (Radford et al., 2021) 300M 400M 10.9 85 3.1 87 159 17.7 389 50.2
Flamingo (Alayrac et al., 2022) 10.2B 1.8B 52.0 - - - - Incapable
ESPER (Yu et al., 2022b) 4M 0.5M 223 25.7 146 - - Incapable
FROMAGe (ours) 5.5M 3.1IM 165 220 17.6 201 25.1 20.8 449 56.0

Table 2. Zero-shot results on Visual Dialog (Das et al., 2017), for image-and-text-to-text (IT2T) and text-to-image (T2I) retrieval. Unlike
previous methods, FROMAGe is capable of generating free-form text interleaved with image outputs through text-to-image retrieval.

Visual Dialog (Das et al., 2017)
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Human Evaluations (Text Generation)

Does additional help in generating ?
i - “the view from
mage Only
— the top of the
world”
A road When we saw
trip to the
| the coast. lighthouse
What would we knew we “the water was
we see?|1_ were there.’? SO C'Lear you
Captions Only D could see the
The cliffs had eroded ' bottom.”
over time into wonderful 5
arches. You could walk ’
right under them. .
[4] {5 “the view from
- — the lighthouse
All Images + Captions | was amazing.”




Human Evaluations (Text Generation)

Human Preference (Visual Storytelling)

M 1image W 4 captions [ 5 images + 4 captions
0.5
0.4
0.3
0.2
0.1
0.0

More coherent story More relevant to image



The Effect of Context

Multi-modal context is
worth more than
uni-modal context.

15
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VIST Image Retrieval with Increasing Context
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The Effect of Context

VisDial Image Retrieval with Increasing Context

0.20 A Ours
e CLIP
0.15 ~
—
-
0.10 A
0.05 ~
2 4 6 8 10

# Rounds of Dialogue



Freezing is Essential

e Finetuning the LLM leads to lower training and validation loss

e But the model loses its in-context learning ability!

Frozen Finetuned
VIST R@1 12.8 6.2
VisDial R@1 14.6 1.0

* results on FROMAGe with a 1.3b LLM due to memory constraints.
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Beavers Unique Houses

How to Make Macarons

| am thinking of an animal. It is brown
and furry, and has a tail. What is it? &

A squirrel.

No, the animal | am thinking of lives in

the river. a
A beaver. What is this?

That's right, what do beavers look like? 2
T @ This is a house with a unique design.
Show me an illustration of a beaver & What is its shape?

A beaver. : ;
@  The house is shaped like a dome.

Can you show me more houses like this?

The house is designed by architect.

Yes, what about a pencil drawing of one? a2

That’s nice, any others?

Yes, there are many houses

What about a photo of one? & K6 i inthe werld

\

J

\

Provide instructions on how to cook.
How do | make macarons?

Macarons are a French dessert
that are made by combining egg
whites and sugar. The egg
whites are beaten until stiff and
then folded into the sugar.

What does the stiff egg white look like?

The egg white should be stiff
and glossy.

Show me a picture of what that
looks like

After this, what do | do?

The macaron is then baked in a
hot oven.

Multi-Modal Dialogue

Green bubbles indicate model generated outputs, grey bubbles indicate user provided prompts.
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Longer Visual Prefix — Improved Dialogue Generation

Melting Earth Ice Cream

Octopus Country Political Cartoon

Banana Peel

Sofa Recommendations

What is the meaning of this?

The melting ice cream is a metaphor
for the melting of the polar ice caps.

What does it provoke?

It provokes a sense of
urgency to save the planet.

How does it do that?

It shows the world is in danger
and we need to act now.

Is it effective?

Yes, it is effective because it
is a very powerful image.

Who is it targeted at?
It is targeted at everyone.
What will people do after seeing this?
They will be motivated to act.

Show me some examples of
things they can do

They can sign petitions, write letters
to their representatives, and donate
to environmental organizations.

Come up with a tagline for this image

Save the planet.

What is this cartoon about?

This cartoon is about the political

@  and economic power of the country.

How is the country portrayed? &

The country is portrayed as a giant octopus

@  with tentacles reaching out to the world.

What can you infer from this?

The cartoon implies that the
country is a powerful country that

@ is trying to control the world.

What does it provoke from its target audience?

The cartoon provokes the audience to

§ think about the country and its power.

Where can | put this to good use?

You can put this to good use in
your classroom to teach about

é the country and its power.

Y

What is about to happen?
A person is about to fall down.
How will he do that?
He will trip over a banana peel.
What should he do?

He should pick up the
banana and throw it away.

Where can he do that

In the garbage can.

&
What is this? &
This is a sofa that is made
from a single piece of leather.
Where would this look good in? &
This sofa would look great in
a living room or a bedroom.
leather sofa with a coffee
table and a lamp.
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In-Context Learning and Other Abilities

People started | ’,,’
to arrive for |,

the cookout

around 2 1in

the afternoon.

It was good to
get friends
and family
together for
fun and food
and drinks.

—

. The
Dad enjoyed burgers
a glass of and
wine while e alsages
he manned were g
el e delicious.

/
/

\ 19PON
'

\

“The burger and
sausages were cooked
to perfection. The
burgers were cooked on
the grill and the
sausages were smoked.”

A dish
usually
cooked at
Thanksgiving
[RET]

Visual Storytelling

FROMAGe can learn from in-context examples to generate story-like image and text outputs.

The
vegetable
commonly
used for
Halloween e

[RET]

/

!
ISPON |
|

World Knowledge

Picture of
ursus
arctos

horribilis
[RET]

/
/

\

-
\ 1epon
T

Our method can draw upon knowledge learnt outside of CC3M (through large scale text pretraining of the frozen LLM) to return valid image outputs.

This 1is LbiT ok
it taking
iySder, a bath
[RET] [RET]

/

This is {
us by

the lake
[RET] |

[epoN /
'

\
\

\

This 1is
my pet
gecko on
the lawn
[RET]

This is my

cat looking
very B

dignified
[RET]

Interleaved Text-to-Image Composition

Our model can transform a sequence of text inputs into text-and-image outputs. It can do coreferencing to select the appropriate images.



Future Work

e Train on more diverse data
o CC3M is small by modern standards — we would get a lot more from training on LAION

e Generate images from scratch rather than retrieve

e Train more sophisticated image-text mappings
o Adapters, cross-attention layers, LORA

e Apply to even larger LLMs and stronger visual models
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Try the model!

hugqgingface.co/spaces/jykoh/fromage

@ Spaces: ® jykoh fromage T ©like 6 % RunningonA206 = Openlogs

s App I Filesandversions & Community @ Settings

4% FROMAGe

This s the official Gradio demo for the FROMAGe model, a model that can process arbitrarily interleaved image and text inputs, and produce image and text outputs.

Project Website: FROMAGe Website
Code and Models: GitHub

Tips:
o Start by inputting either image o text prompts (or both) and chat with FROMAGe to get image-and-text replies.
o Tweak the level of sensitivity to images and text using the parameters on the right.

o Check out cool ionsin th p ity tab for inspiration and share your own!

© Forfaster inference without waiting in queue, you may duplicate the space and use your own GPU: @

© 45 FROMAGe Chatbot

Frequency multiplier for returning
means more frequent)

&) 4% FROMAGe Chatbot

What is the difference between a biscuit in the United States
and the United Kingdom?

In the United States, a biscuit is a small, round, baked,
sweet, and sometimes savory food.

# Linked Models.

Show me what that looks like

In the United States

Max images to return

2

Max # of words

randomness)

Temperature (0 for deterministic, higher for more

Thisis a bird called a sparrow.

What birds will this feeder attract?

jer will attract birds like sparrows, bluebirds, and titmice.

‘Show me pictures of some of these

ictures of birds that will eat from this feeder.

1%
ne What about the ones in the United Kingdom?
o I
In the United Kingdom
= L AT
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Thanks!

jykoh@cmu.edu
ivkoh.com/fromage
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